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Summary — In this review we discuss recent advances in the field of NMR structural studies of
proteins. We mention the development of new spectrometer hardware, novel experimental techniques
and sample preparation. The approaches improving obtained structures, like analysis of Residual
Dipolar Couplings, and enabling studies of large molecules as for example TROSY and CRINEPT are
compared. As the most important, achievements in the field of fast multidimensional NMR are dis-
cussed in details.
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POSTÊP W BADANIACH STRUKTURALNYCH BIA£EK ZA POMOC¥ SPEKTROSKOPII NMR
Streszczenie — Praca zawiera przegl¹d ostatnich osi¹gniêæ dotycz¹cych badañ strukturalnych bia³ek
metodami spektroskopii NMR. Omówiono postêp w konstrukcji spektrometrów, nowe techniki eks-
perymentalne i sposoby przygotowania próbek. Wymieniono nowe procedury analizy wyników eks-
perymentalnych pozwalaj¹ce uzyskaæ lepsz¹ jakoœæ obrazu badanych struktur (np. analiza resztkow-
ych sprzê¿eñ dipolowych), a tak¿e umo¿liwiaj¹ce badania coraz wiêkszych moleku³ (np. TROSY i
CRINEPT).
S³owa kluczowe: badania strukturalne metodami NMR, bia³ka, wielowymiarowy NMR.

For the last twenty years NMR spectroscopy has be-
come one of the leading techniques for studying bio-
molecular dynamics and structure. Among the biopo-
lymers, proteins are the most popular target for NMR
experiments. The amount of structures in the largest
structural database, PDB (Protein Data Bank) [1], is
growing faster each year and by 2006 has reached total
number of six thousand. It is about 17 % of all PDB struc-
tures. Although it is still much less than crystalogra-
phers can obtain, the NMR experiments allow observa-
tion of molecules in solution, their dynamics, interac-
tions and chemical reactions, which is not possible by
X-ray technique [2—5].

At first strategies for structure determination in-
volved only two-dimensional homonuclear correlation
experiments, based on measurement of proton signal
modulated by frequencies of other hydrogen nuclei.
Considering the type of interaction that causes correla-
tion of proton frequencies, one can choose between tech-
niques where correlation is caused by scalar coupling via
chemical bonds, and experiments based on distance-de-
pendent nuclear Overhauser effect (NOE).

However, the strategies mentioned above were suffi-
cient only for very small proteins. The larger ones gave
very crowded proton-proton spectra causing problems
with interpretation. Addition of another dimension to

homonuclear experiments reduced these problems, al-
lowing structural studies of proteins of molecular
weights up to 5000 Da [6, 7]. The further progress was
obtained by 15N/13C isotope labeling technologies,
which become well elaborated in 1980s. The isotopically
enriched samples allowed for heteronuclear edited ex-
periments, however the most important progress was
achieved by triple-resonance NMR experiments based
on heteronuclear magnetization transfer. This kind of ex-
periments [8—11] enabled effective backbone and side
chains nuclei assignment, and further increased molecu-
lar weight limit above 25 000 Da. Deuterium labeling
was also used to improve protein NMR by increasing
transverse relaxation times of amide protons and carbon
nuclei, extending molecular weight limit of studied pro-
teins well above 30 000 Da.

Another milestone in biomolecular NMR was em-
ployment of residual dipolar couplings (RDCs) as con-
straints for structure determination.

One of the main breakthroughs in the NMR pulse
sequence improvement in last decade was development
of transverse relaxation-optimized spectroscopy
(TROSY) [12] and cross-relaxation enhanced polariza-
tion transfer (CRINEPT) [13]. Both techniques enable to
study very large biomolecules.

Improvement in experimental techniques is not limi-
ted to pulse sequences. One of the goals of modern NMR
is to shorten days-long experiment times required for
well resolved spectra and wide spectral band. This can

*) Author for correspondence; e-mail: kozmin@chem.uw.edu.pl
**) Szko³a spektroskopii NMR.

736 POLIMERY 2007, 52, nr 10



be done in many ways, from making low dimensional
projections of full-dimensional spectra to employing so-
phisticated statistical methods. They will be presented
below, together with our method, based on one-step
multidimensional Fourier transform.

Shortening of experiment time always decreases sig-
nal-to-noise ratio. The noise level can only be decreased
by hardware improving. Nowadays, new supercon-
ducting magnets can generate magnetic fields of induc-
tion up to B0 = 22.2 T (950 MHz of proton Larmor fre-
quency). Improved electronic consoles contain high fre-
quency analog-to-digital converters (allowing even
“quadrature-less” measurements). Radio-frequency (RF)
pulse synthesizers work with shorter unwanted “dead-
-times” and RF channels are better separated from each
other. Introduction of cryoprobes containing helium-
-cooled detection coils and pre-amplifiers allowed the
reduction of thermal noise even four-fold for solutions of
small electric susceptibility. In the most of protein sam-
ples the electric susceptibility is quite high, and the effect
is smaller. Negative high ionic strength effect can be ne-
glected by using special, rectangular tubes, thinner than
standard ones in the direction of electric part of RF field.

The process from NMR data to structure is inde-
pendent on spectrometer hardware, however it still re-
quires experience and is time consuming. This process
could be simplified by the automatic methods which are
still under development [15].

CRINEPT AND TROSY METHODS

Spectral lines in NMR are described by Lorentzian
function of linewidth proportional to transverse relaxa-
tion rate. It means that rapidly decaying signal gives
broad lines of low intensity, which may, in some cases,
even disappear under the noise level. Relaxation occurs
not only during signal measurement, but also during
pulse sequence delay times. There are two main interac-
tions causing nuclear relaxation in proteins: dipole-di-
pole interactions and chemical shift anisotropy (CSA).

The effective relaxation is related to the field strength in
both cases. For dipolar mechanism, outside extreme nar-
rowing limit, it depends also on molecular weight, while
the relaxation rates due to CSA increase proportionally
to square of the B0 field. In the case of larger proteins
these effects cause very fast relaxation, making standard
experiments impossible.

Considering the system of two interacting coupled
spins I and S it may be proved that transverse relaxation
rates of two possible spectral transitions for each of them
are different due to the effects of interference between
dipolar interaction and chemical shift anisotropy. In
standard multidimensional experiments, like two-di-
mensional 15N-1H HSQC (heteronuclear single quantum
correlation) decoupling is used in both dimensions, so
that only one line of average relaxation rate is present
(Fig. 1a). Without decoupling, four lines appear (Fig. 1b),
each corresponding to one of transitions, and each ha-
ving different linewidth because of difference in relaxa-
tion rates. In TROSY experiments the effects of CSA and
dipole-dipole interactions are mutually cancelled for the
narrowest line, while their effect is summed for broadest
(anti-TROSY) line, two other multiplet components ex-
hibit broadening in one and narrowing in the second
dimension (Fig. 1c). The strongest effect of differentia-
tion of individual relaxation rates of each multiplet com-
ponent is predicted to have a maximum for the 1H fre-
quency range about 1.1 GHz for amide protons, but is
approached and observed at available frequencies of
700—800 MHz.

The same effect is employed to avoid the loss of sig-
nal during long magnetization transfers. Appropriate
method is called CRINEPT and is used instead of con-
ventional INEPT sequence. Also in this case no decou-
pling is used. Combination of TROSY and CRINEPT al-
lows one to study proteins of molecular weight above
100 000 Da, where the total effect makes sensitivity even
two orders of magnitude better, but even for smaller pro-
teins (with molecular weight ca. 25 000 Da) gain in sensi-
tivity is two- or threefold.
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Fig. 1. Schematic illustration of the TROSY principle: a) 1H-15N HSQC with decoupling both time domains, b) the same without
decoupling, four different multiplet components are observed, c) TROSY spectrum (narrowest line is selected)
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ISOTOPE LABELING

As mentioned before, one of the greatest break-
throughs in protein NMR was development of structural
determination strategies based on heteronuclear multi-
dimensional experiments in late 1980s. Isotope labeling
techniques employing transformed E. Coli, yeasts or
mammalian cells become a routine. The 15N, 13C-labeled
glucose, acetic acid, methanol, ammonium salts and
amino acids are used as precursors, sometimes in mix-
tures with non-labeled compounds, if non-uniform la-
beling is needed. The best modern labeling method,
however, is based on cell-free synthesis [16]. It may be
used for site-specific labeling, valuable for larger pro-
teins in solution and for protein solid state NMR. Site-
specific labeling is used often to decrease a number of
signals in a crowded spectra. Multidomain protein may
be enriched sequentionally, domain after domain, and
structure of each part may be determined separately, be-
ing the only observable part of the whole protein [17, 18].
This simple approach allows one to avoid overcrowding
of spectra of larger molecules but will not solve the prob-
lem of high relaxation rates for them.

High relaxation rate, caused by dipole-dipole interac-
tion may be avoided not only by TROSY/CRINEPT pro-
cedures described above, but also by deuteration. Deu-
teration leads to reduction of linewidths of signals from
remaining 13C and 1H, 15N nuclei. However, high level
of deuteration means low proton concentration. In the
case of completely deuterated proteins only amide and
hydroxyl protons are observable, which is enough for
NOE measurements but the information about residues
is lost. On the other hand, medium deuteration and ran-
dom fractional labeling lead to splitting of carbon signals
because of strong isotope effect. Thus, more sophisti-
cated methods, like stereoselective deuteration seem to
be promising [19].

RESIDUAL DIPOLAR COUPLINGS

In the NMR spectrum recorded in isotropic phase all
interactions are averaged due to fast random molecular
reorientations. Therefore, most of useful information
from NMR spectra of isotropically reoriented molecules
are chemical shifts and scalar J-couplings. Other interac-
tions like quadrupolar — for spins larger than 1/2 (e.g.
2H), or dipolar couplings are described by traceless te-
nors and influence spectra only indirectly e.g. by well
known NOE effect. In the presence of the weakly orient-
ing media the probabilities of various molecular orienta-
tions are different. Thus, an averaging gives rise to
modified spectrum. There are observed three effects: the
chemical shift anisotropy which shifts the peak position,
the dipole-dipole coupling and the quadrupolar split-
tings. In the case when weak alignment is introduced,
the molecules adopt a preferred alignment direction in
the medium, but, if the reorientation rate is still similar

to observed in solution, the linewidths in the spectra
remain almost unaffected. Therefore NMR spectra re-
corded in partially ordered media allow to provide more
information about structure of investigated compounds
than the spectra recorded in liquid state.

In isotropic phases the most frequently used is the
NOE experiment based on dipole-dipole interaction. The
2D technique correlates nuclei, mostly 1H-1H which are
not necessarily scalar coupled, but they are close in space
(the maximum distance between them is ca. 5 Å) and are
connected by dipolar interaction. The value of NOE is
inversely proportional to the sixth power of the distance
between dipolar interacting nuclei (~r-6). Structural cal-
culation requires a large amount of NOE data, which is
time consuming and the number of NOE contacts is
more important than precision of their intensities. More-
over, because the NOE effect yield the information only
about the local structure of the molecule, there are diffi-
culties with elucidation of three-dimensional structure
of a large protein. In the case of non-globular proteins
there are often structurally independent domains where
there are no NOE contacts among them. When the NOE
fails, the problem of structural investigations can be
solved using RDC, which are directly related to the mo-
lecular structure and allow to determine the relative
orientations of internuclear vectors e.g. amide NH pairs
within a whole macromolecule [20]. The most frequent
application of RDC is improvement and verification of
protein structure quality.

The measurement of RDC plays an important role in
the structure determination of proteins [21—24]. It
enables studying of tertiary structure i.e. finding of rela-
tive orientations of protein domains. However, in order
to obtain the structure based only on the RDC measure-
ment, more than one orienting medium is required. The
molecular alignment can be described using an align-
ment tensor, defined by the traceless and symmetric ma-
trix (Saupe order matrix) with five independent ele-
ments. After transformation to the principal axis frame
of the alignment tensor the dipolar coupling between
nuclei i and j can be described as a function of polar
coordinates (rij, θ, ϕ), which describe the orientation of
the internuclear dipolar coupling vector:

(1)

where: Aa, R — axial and rhombic components of the align-
ment tensor, respectively; γi, γj — gyromagnetic ratios; µ0 —
magnetic susceptibility.

Thus, RDCs are related to internuclear distances (r),
angles between the pair of interacting spins and B0 field
(θ), and the degree of orientation. For the precise evalu-
ation of RDCs the induced alignment should not be too
strong, what causes the line broadening and not too
weak due to limited accuracy of obtained RDCs. In the
case of very large degree of orientation the NMR spec-
trum can be too difficult to analyze because of the pre-
sence of long range dipolar couplings.
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Some biomolecules e.g. nucleic acids or α-helical pro-
teins, which have a sufficiently large magnetic suscepti-
bility anisotropy, orient themselves in strong external
magnetic field without using orienting media to observe
RDCs. In other case the introduction of orienting media
is required. There are many orienting media, for exam-
ple various liquid crystals [25] and anisotropic gels. The
ordering can be achieved by steric or electrostatic forces,
it depends on the charge of the media. Lipid bicells were
first orienting medium used in biomolecular NMR [26].
It was formed by a mixture of dihexanoyl phosphatidyl-
choline (DHPC) with dimyristoyl phosphatidylcholine
(DMPC) [27]. The disc shaped diamagnetic bicells are
oriented with their normal perpendicular direction to
the external magnetic field. DHPC/DMPC works in the
temperature range of 30—40 oC in aqueous solutions.
The disadvantage of using this medium is irreversible
degradation at low pH due to hydrolysis. Another bicel-
lular medium working at low pH and over large tem-
perature range is a mixture of 1,2-di-O-dodecyl-sn-gly-
cero-3-phospholine and 3-(chloroamidopropyl)dime-
thylammonio-2-hydroxyl-1-propane sulfonate [28].
However this liquid crystal is unstable at neutral pH.

Lamellar phases like cetylpyridium chloride/hexa-
nol/NaCl [29] and cetylpyridium bromide/hexa-
nol/NaBr [30] can be used also as the orienting media in
wide temperature range. Other lamellar phases are
formed by mixtures of n-alkyl-poly(ethylene glycol)/
n-alkyl alcohol or glucopone/n-hexanol. There are many
advantages of using these systems — first of all they are
commercially available, cheaper than other media and
they can be stored long at room temperature, in the case
of damaging the restoration can be obtained by the addi-
tion of n-alkyl alcohol [25]. Glucopon micelles are nega-
tively charged between pH 3 and 9, what causes the im-
provement in alignment because of the elactrostatic in-
teractions. However there can be a problem with reco-
very of protein from these lamellar media, sometimes
extensive dialysis and cationic exchange chromatogra-
phy is necessary.

The alternative orienting media are filamentous vi-
ruses [31, 32] and purple membrane fragments [33, 34].
Rod shaped viruses are oriented spontaneously with
their long axis parallel to the external magnetic field.
The most commonly used filamentous phages are to-
bacco mosaic virus and Pf1, which grows on Pseudomonas
aeruginosa or is commercially available. Purple Mem-
brane (PM) is a bacterial membrane isolated from Helo-
bacterium salinarum. PM, which has negatively charged,
contains bacteriorhodopsin as the sole protein. The in-
troduced orientation is based on the self-alignment
caused by intrinsic magnetic susceptibility of the seven-
trans membrane alpha helices of bacteriorhodopsine,
the direction of the membrane normaly is parallel to B0
field.

Another example of an ordered system is suspension
of cellulose crystallites in water [35], especially dedi-

cated to highly charged biological macromolecules that
interact with other orienting media.

Nowadays crosslinked polyacrylamide gels are the
most frequently used anisotropic phases. Application of
these gels [36] introduces the steric alignment, which is
independent on the magnetic field. Anisotropy can be
induced by compressing or stretching the gel away
from an initial isotropic state [36—38]. In the case of
compressed phase the protein‘s long axis is oriented or-
thogonally to the magnetic field, in stretched gels the
proteins are oriented parallel to the field. The protein
penetrates the gel by diffusion from an external solu-
tion. The main advantage of the application of cross-
linked gels is their inertness, therefore it is simple to
recover the protein from this orienting phase. After re-
placement of 50 % of the acrylamide monomers by
acrylic acid during the polymerization time there can be
obtained a bigger degree of orientation due to electro-
static interaction. The alignment introduced in this way
is stronger than in bicellular or inmodified polyacryl-
amide gels.

The RDCs are determined by comparison of spectra
recorded in isotropic and anisotropic phases mostly for
one bond interaction, because of the larger magnitude of
dipolar coupling. The difference between the coupling
constants observed in anisotropic phase and isotropic
determines the values of RDCs, which reach tens of Hz.
The most frequently measured RDCs, between 1H-13C
and 1H-15N, are determined using 13C-HSQC,
15N-HSQC and HNCO experiments. The determination
of RDCs between 1H-1H, which do not belong to the
protein backbone, is also possible using COSY (corre-
lated spectroscopy)-based techniques.

FAST MULTIDIMENSIONAL NMR

Here the main aims of NMR experiment and the de-
mands for spectra, that are crucial for biomolecular
NMR, are introduced. First of all resolution in spectra of
large molecules is of great importance. When there are
thousands of signals, the narrow linewidths make the
spectrum possible to interpret. The lines in spectrum
have their natural widths (caused by signal decay), but
the signals are additionally broadened due to the mea-
surement free induction decay (FID) function during the
finite time. The linewidth is inversely proportional to the
maximum time tmax for which the FID has been mea-
sured:

(2)

On the other hand, if the points in time domain are
arranged regularly, then the Nyquist Theorem has to be
fulfilled, i.e. the space between neighbouring points
must be:

(3)

where: ν0 — highest frequency in the spectrum.

∆ν ~
1
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In the opposite case, the false (folded) signals will
appear in the spectrum.

Conventional approach

The most popular scheme of processing of 2D NMR
data is shown below (for two-dimensional experiment):

(4)

In fact it is a sequence of two series of one-dimen-
sional Fourier transforms, calculated using fast Fourier
transform (FFT) algorithms. This kind of processing re-
quires time domain data arranged in rows and columns,
what has serious consequences as far as experiment time
is concerned. Placing points on a Cartesian grid require
very long measurement times to obtain desired resolu-
tion and fulfill Nyquist Theorem. Collecting of all spec-
tra needed to solve the protein structure requires a few
weeks of constant measurements.

Thus development of fast methods of multidimen-
sional NMR is essential for biomolecular research and
much effort is put into experiment time shortening. For
last two decades the rapid grow in this domain has taken
place. There is a wide variety of techniques. Here the
most important ones will be introduced, with their ad-
vantages and limitations.

Radial sampling of evolution time space

The first attempt to shorten the experimental time by
synchronous incrementing of two delays was the idea of
accordion spectroscopy. It was based on simultaneous
sampling of evolution and mixing periods and was ap-
plied for the exchange spectroscopy with exchange rates
encoded in signal shapes [39, 40]. Analogous idea of saving
experimental time was employed for simultaneous sam-
pling of chemical shift and spin-spin coupling evolution
[41, 42]. Application of this approach for sampling of two
chemical shift evolution delays is based on the Fourier
Transform Theorem [43, 44], claiming that the one-dimen-
sional Fourier transform of the signal acquired for a set of
linearly dependent times (t1, t2 = at1) gives the projection of
spectra in frequency domain on the plain (ω2 = aω1). Dur-
ing the experiment two evolution times in pulse sequence
are changed simultaneously, according to the a value. The
achieved spectrum is one dimensional, however it contains
twice more peaks. For example, when the signal is s(t1, t2) =
cos(Ω1t1) cos(Ω2t2) = cos(Ω1t1) cos(Ω1at1) then we obtain
peaks at (Ω1 + aΩ2) and (Ω1 – aΩ2). To get more information
one needs to acquire spectra for more a values. The radial
sampling of evolution time space is easily scalable for
larger number of dimensions. There are several methods of
treating such data, which will be described below.

Reduced dimensionality

Application of accordion spectroscopy principle for
parallel sampling of two-chemical shift evolutions called

reduced dimensionality (RD) [45—48] allows one to
acquire N-dimensional spectrum encoded by radial sam-
pling in two dimensions. Analysis of such projection
spectra is based on calculation of the true frequencies by
solving the set of equations for each signal. The applica-
bility of this method was gained by an introduction of
multiple quadrature detection to such experiments [49,
50]. The important drawbacks of these methods are the
possible ambiguity that appears during the analysis and
big number of signals; when the spectrum is too compli-
cated solving becomes impossible.

Multi-way decomposition [51, 52]

It is the method of obtaining new projections of spec-
tra by combining those that have been measured. It is
based on the assumption that if the signal of reduced
experiment (for example three-dimensional reduced to
two dimensions) is:

(5)

where: ⊗ — symbolizes the relation between one-dimensional
FID functions and three-dimensional signal.

Than the peaks in two-dimensional projection spec-
tra are convolutions of Lorentzian functions describing
peaks:

(6)

Spectra from unmeasured projection, whose frequen-
cies are linear combinations of frequencies of measured
projections, can be obtained by convolution of appropri-
ate spectra. The advantage of this method is its numeri-
cal efficiency, however the result is not a full-dimen-
sional spectrum what requires further analysis, as in RD
techniques.

Projection — reconstruction [53—55]

Another way of analyzing projection data is the re-
construction of the full-dimensional spectrum from a set
of projections (as shown in Fig. 2), which is easier to
interpret and so appears more friendly for users. This
kind of methods is widely employed in image recon-
struction not only obtained by NMR. Here one can
choose between deterministic and statistical methods. In
the first case the value of each point of frequency is cal-
culated using the values of corresponding points in all
projections. The latter method is searching for the model
of spectrum which is compatible with experimental
data, but it does not directly use the values of projection
spectra.

Most popular deterministic method is additive back
projection in which the intensity of each point is simply
calculated as a sum corresponding frequency points in
all projections. The main disadvantage is that in recon-
structed spectrum the false signals (so called artifacts)
appear. To cope with this problem the iterative algorithm
may be used. It chooses the highest signal and removes
all signals in projections, that relevant peak consists of. A
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method that deals with the problem of artifacts is lowest-
value algorithm, where the intensity is assumed to be
the intensity of corresponding point of that projection, in
which it has the lowest value. Non-linearity of this algo-
rithm changes the character of noise and makes the sen-
sitivity weaker, which is the price one has to pay for
reducing the number of artifacts. None of these methods
deals with spectra with wide range of signal intensities,
such as NOESY.

In statistical methods the starting point is a spectrum
with arbitrary assumed intensities. Then the intensities
are varied and the aim is to find the model that best
matches the projection data. There are some different
ways to choose the best possible model. One is iterative
least-squares fitting, where the sum of square deviations
is calculated and minimized. Problems with this tech-
nique are long computations and finding the starting
point.

Arbitrary sparse sampling

A large time benefit can be achieved if conventional
sampling of time domain is replaced by some kind of
irregular sampling. Then the Nyquist theorem does not
have to be fulfilled and higher maximum times of evolu-
tion (and so the better resolution) can be obtained with-
out the effect of folding of signals. The question is how to
get the spectrum; the conventional sequence Fourier
transform is not applicable to such data.

Maximum entropy method [56, 57]

One possible scheme of processing is statistical tech-
nique called maximum entropy method (MEM). It is
widely used in many areas of analyzing data. It may be
also used as a projection reconstruction method, based
on radial sampling of evolution time space. The essence
of MEM is to consider many models of spectra and
choose one with the highest value of entropy, defined
as:

(7)

where: — normalizing factor, fi — value of the
model spectrum in its i point (the spectrum consists of M
points).

The higher entropy has the model, the closer to the
true spectrum it is. Main problem of MEM is very long
computation time when modeling spectra of full dimen-
sionality.

Polynomial interpolation [58]

The idea of this method is to obtain data regularly
placed in time domain from points arranged in arbitrary
way by polynomial interpolation. Then the data may be
transformed conventionally, using FFT algorithms. The
starting data may be irregular only in one dimension, so
the method is used for two dimensional experiments
(with one irregularly sampled evolution time) or for re-
duced dimensionality experiments. In the spectra ob-
tained with this technique the additional noise occurs,
because of non-matching of sampled function (sum of
decaying periodic functions) and polynomials.

Multidimensional Fourier transformation (MFT) [59]

This is general method which enables direct calcula-
tion of the spectrum from arbitrary chosen time domain
points. Contrary to conventional sequence of 1D Fourier
transforms it can be applied to any (also randomly cho-
sen) set of time points. Here each point of spectrum (in
frequency domain) is calculated in one step, using all
points from time domain. For example for an assuming
of the two-dimensional signal as:

s(t1,t2) = cos(Ω1t1) •cos(Ω2t2) (8)

the transform is calculated as:
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Fig. 2. The principle of 3D projection spectroscopy: a) example of unambiguous reconstruction for two projections, b) degenerated
F3 chemical shifts cause ambiguity which can be solved by third projection
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where: w(t1, t2) — optional weights associated with time do-
main data points.

The quadrature is realized, for collecting four sets of
data with different modulations and adding four trans-
forms:

This method allows reaching the same resolution as in
conventional case in much shorter time what radically im-
proves the resolution if the experiment last the same time

(comparison of conventional and MFT spectra is shown in
Fig. 3). It also allows analyzing spectra with wide range of
signal intensities. The great advantage is lack of assump-
tion at the beginning, which makes the method general.
The price we have to pay is decrease in signal to noise ratio,

as the sampling noise (with the amplitude of the same
order as the thermal noise) appears, but in the case of ran-
dom sampling there are no coherent artifacts.
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Fig. 3. Part of 3D HNCA spectrum of ubiquitin distribution of t1/t2 domain data points conventional (a) random (b) and cross
sections showing resolution enhacement in spectrum measured using random distribution of time domain data points (d) in
comparison to conventional spectrum (c) (according to [59])
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CONCLUSIONS

The most important features of above mentioned
methods are compared in Table 1.

The fast progress in NMR methods and hardware de-
velopment enable determination and improvement in
growing number of protein structures. Although the
ability of obtaining of high quality protein spectra does
not mean that the structure could be solved, the continu-
ous advances in this field are observed. We expect that in
addition to the achievements discussed above, the new
methods of preparation of isotopically enriched samples,
new approaches of automatic data analysis and struc-
ture conclusions would bring the further progress in the
near future.
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